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Advancements in artificial intelligence ("AI") and machine learning have found their way into the classroom. The use of artificial intelligence proctoring services ("AIPS") has risen over the past few years with little consideration for the legal and ethical consequences of their implementation. Issues such as invasion of privacy and bias often get overlooked in favor of preconceived notions of fairness and infallibility associated with the concepts of AI and machine learning. These ethical concerns are especially magnified if AIPS are used in a K-12 setting. This Note, through a lens of AI ethics, recommends a two-pronged approach that creates an educational privacy right and provides concrete guidance for schools. Given that there are viable alternatives, AIPS should be implemented only after careful consideration, if at all.
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INTRODUCTION

Dana Jo read a question aloud on an online exam and received an academic infraction that put the scholarship she relied on to pay for food and rent at risk.\(^1\) Why? Because the artificial intelligence ("AI") program administering the test flagged her behavior as suspicious.\(^2\) Although Dana Jo ultimately convinced the school to expunge the infraction, it required her to contact school administration and the AI program vendor on her own.\(^3\) Dana Jo’s experience is not uncommon, and is a symptom of misguided confidence in technology to solve all problems.

The COVID-19 pandemic thrust remote education on unsuspecting students and schools around the world. As part of the remote learning toolbox, artificial intelligence proctoring services ("AIPS") were suddenly in high demand. Although AIPS adoption was a quick fix that helped schools continue to function, the hasty implementation left many questions regarding student rights like privacy, accessibility, and equity unanswered. In our race to replace human judgment with the veneer of technological neutrality and efficiency, we often forget that machines are fallible because they are made by people.

Part I of this Note presents a brief background on AI technology, the technologies currently in use, the reasons why AIPS have been adopted, and why AIPS will likely be adopted by the K-12 sector. Through a lens of AI ethics, Part II addresses the potential harms to students AIPS deployment in schools can cause. Part III delves into relevant federal student privacy laws and regulations, specifically the Family Educational Rights and Privacy Act of 1974 ("FERPA"),\(^4\) the Children’s Online Privacy Protection Act of 1998 ("COPPA"),\(^5\) and the Federal Trade Commission’s ("FTC") regulatory powers to demonstrate that these current laws do not effectively protect students from AI surveillance. Finally, Part IV argues that AIPS use should be paused until schools and governments are able to protect students from technological intrusions that undermine their basic rights to a fair and accessible education, and suggests a two-pronged approach to mitigate these harms.

\(^{2}\) Id.
\(^{3}\) Id.
I. BACKGROUND ON AI & SCHOOL USAGE OF AIPS

A. WHAT IS AI?

Educational AI technology is estimated to be a $6 billion industry by 2024. Yet despite this fact, the term “AI” does not have a commonly cited definition, most likely because what the technology encompasses has changed and continues to change over time. The “father” of AI, Marvin Minsky, defined it as “the science of making machines do things that require intelligence if done by men.” In other words, “AI involves the study, design and building of intelligent agents that can achieve goals,” where the “intelligent agent” is a machine programmed to think or act rationally like a human. AI “learns” by looking at data in specific formats, with the inputs tagged so that the system can formulate observations that can then be used to understand other inputs without tags.

Machine learning (“ML”) is a subset of AI and is often used in products that allow a machine to make predictions without the input of humans. ML focuses on training a computational model to accomplish a task or series of tasks using data. In its most simplistic form, there are two kinds of ML—supervised learning, where a machine is fed a labeled training dataset in order to create a function based on the inputs, and unsupervised learning, which gives the machine unlabeled data, counting on an algorithm to create a function on its own based on similarities and trends that the algorithm finds. Because ML is completely automated, tools that leverage this technology are scalable, efficient, and, in many cases, incredibly accurate.

B. HOW ARE AI AND REMOTE PROCTORING SERVICES APPLIED IN SCHOOLS?

AI technology is currently used in several different educational applications, including personalized learning, tutoring, automating routine tasks...
like attendance-taking and grading, and testing. Remote, online proctoring systems allow students to take tests in remote locations while still maintaining academic integrity.

Remote proctoring is not new to academia, and is currently in use by many institutions, including for graduate admissions exams like the Graduate Record Examination (“GRE”) and Graduate Management Admission Test (“GMAT”). There are generally three basic kinds of remote proctoring systems: live proctoring, recorded proctoring, and automated proctoring. The first two heavily rely on human review. In AIPS however, cheating and fraud are identified through various algorithms programmed into the system. Since no humans are involved in this process, automated proctoring is easily scalable and much cheaper to implement. AIPS are used for “test security” purposes by utilizing functionalities such as identity verification via biometrics, audio and video monitoring and recording, gaze tracking, and the ability to flag unwanted behavior.

Due to impersonation concerns that arise from the online testing format, AIPS are often used for authenticating a test-taker’s identity. AIPS require each candidate to submit personal information or proof of identity before the test is launched in order to verify that the person taking the exam is truly the intended test-taker. As laptops and mobile phones with voice, face, and fingerprint scanning capabilities become ubiquitous, biometric identification has proliferated. In some advanced systems where the student is also attending class online, the software tracks and analyzes a student’s unique behavior characteristics in class and provides that information to proctoring services in order to better monitor the observed behavior of the test-taker.

Most AIPS leverage facial recognition technology (“FRT”) to detect suspicious student activity, including looking for other people in a student’s

---

18. Id. at 6424.
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22. Id.; Nigam et al., supra note 17, at 6440.
23. Nigam et al., supra note 17, at 6431–33.
24. Id. at 6440.
25. Id.
26. Id. at 6440–41.
room (a “multiple faces detected” flag). By utilizing computer algorithms to match a person’s face to a picture in a database—for example, matching a student’s face to their school photo—FRT can be used as an identification verification method. Other AI proctoring systems use gaze-detection algorithms or computer monitoring to flag “unusual” behavior from a test-taker. For example, students can be flagged for anything from excessive head or eye movement, mouse clicks, typing cadence, excessive sound or talking, spotty internet, and other faces spotted in the background. These systems typically require students to keep their cameras and microphones on, with some even requiring the student to provide a 360° scan of their room before the test will launch. At the extreme end, there are options that automatically record the test-taker’s screen the entire time, use machines to track heart rate, or require a “multimedia analytics system” involving a webcam, a “wearcam” (a camera that is clipped to the test-taker’s clothing), and a microphone. AIPS vendors have effectively leveraged advances in technology to create increasingly robust ways to monitor students.

C. WHY AI PROCTORING?

Educational institutions have adopted AIPS for several reasons. The most common goals are to prevent academic misconduct and protect exam integrity. The American Council on Education endorses AIPS, acknowledging that “[w]hen you’re educating thousands of students in an online setting, it’s a good tool in the tool kit.” The COVID-19 pandemic required schools to pivot to remote learning with little notice—within a matter of weeks, and in some cases,

31. Id.
33. Nigam et al., supra note 17, at 6429.
days. Online classes meant online testing in all fields for all grades, and schools looked to implement solutions to minimize disruptions and delays.

Educators and students both want to have confidence that everyone is playing by the same rules and that those who break the rules will be held accountable. Students should feel invested in their education, and to do so, need to be secure in an environment where trying their best is enough—they should not have to worry about their peers getting ahead in “unethical ways.” AIPS allowed schools the flexibility to administer assessments to students wherever the students chose to be while maintaining academic integrity and stakeholder confidence in the exams. Some studies show that students taking proctored online quizzes resulted in shorter quiz-taking times, lower scores, and less variation in performance across exams when compared to similar quizzes taken without AIPS use, implying that AIPS can increase exam integrity and compliance.

Schools frequently point to accreditation requirements as the reason for implementing AIPS. Accrediting institutions often require proof of summative, end-of-course exams for school accreditation, so providing assurance that the student receiving the grade is the one who completed the work is paramount. Some vendors prey on these fears, touting that their tool is


44. Id.
necessary to assure accreditors that the school does indeed have the proper measures in place.\textsuperscript{45} Moreover, some academics believe that the quality of the degree is directly dependent on the rigor of testing that went into earning it.\textsuperscript{46} The CEO of Proctorio has asserted that without his company’s anti-cheating services, future employers might not find a student’s achievements “as credible,” since schools will simply hand out “corona diploma[s].”\textsuperscript{47} Similarly, some schools may falsely believe that surveillance solutions are necessary for compliance with state and federal laws.\textsuperscript{48}

Both students and school staff can potentially benefit from the ancillary functionalities many AIPS offer. Educators have lauded the ease with which they can create, collect, and grade online exams,\textsuperscript{49} freeing up time for more complex teaching activities\textsuperscript{50} and returning results in some cases almost instantly.\textsuperscript{51} AIPS provide simple scheduling since a live proctor is not required to administer the test,\textsuperscript{52} encouraging accessibility to a diverse set of students.\textsuperscript{53} This can also be beneficial to institutions that have a low teacher-to-student ratio\textsuperscript{54} or communities that lack the resources to provide a high volume of monitoring.\textsuperscript{55} From the student perspective, AIPS do not require them to endure taking their test while a live person watches them through a screen.\textsuperscript{56} This could be perceived by some students as less “creepy,”\textsuperscript{57} a common complaint of live-proctoring situations.\textsuperscript{58} Additionally, in theory, AI systems can offer more transparency

\begin{itemize}
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\item[47.] Harwell, supra note 28.
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\item[50.] Id.
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\end{itemize}
than their human counterparts.⁵⁹ Machines cannot lie or hide bias, so it is possible that in some cases it may be easier to spot algorithmic bias in a machine’s output than human bias if one is looking for it.⁶⁰ This could mean higher levels of accountability, earlier discovery, and quicker reduction of bias in systems.⁶¹

Economics and behavioral inertia have also likely contributed to schools’ continued use of AIPS. For many schools, these services were not cheap or easy to implement,⁶² so the schools cannot justify letting the system go after only a year of use.⁶³ Some AIPS contracts have been reported to be worth over half a million dollars for one year of service,⁶⁴ and schools have admitted to renewing these services simply because there were no better alternatives in place when the contract came up for renewal.⁶⁵ Given the volatility COVID-19 introduced to the daily operations of schools, many administrators and staff simply did not have the bandwidth to tackle issues like educational technology (“EdTech”) evaluations in a timely way.⁶⁶

D. ONLINE ASSESSMENTS & AIPS ARE COMING TO K-12

Thanks to advances in EdTech, “[t]he future of learning is digital.”⁶⁷ Although the adoption of online learning was catalyzed by the COVID-19 pandemic, many believe that it will not end once the pandemic does.⁶⁸ The vendors that have secured thousands of contracts from the pandemic will want to hold on to their new clients and will continue to attempt to leverage those agreements into further services.⁶⁹ While AIPS are used primarily at the university level, many AIPS vendors do appear to be targeting K-12 schools,

⁶¹. Id.
⁶². Swaak, supra note 36.
⁶³. See id.
⁶⁵. Swaak, supra note 36.
⁶⁶. Id.
specifically advertising “K-12” services on their websites.\textsuperscript{70} Furthermore, the use of AI is not foreign to K-12 institutions. Many have already adopted various AI surveillance systems for safety reasons.\textsuperscript{71} Monitoring of student populations through on-campus cameras and microphones is already happening, as is AI software that monitors students’ usage of social media.\textsuperscript{72} Indeed, “students are . . . subjected to more forms of tracking . . . than ever before.”\textsuperscript{73} Lastly, as costs of infrastructure and operations continue to increase,\textsuperscript{74} and as schools continue to struggle to hire educators,\textsuperscript{75} schools may move toward more online learning, and therefore AIPS, to cope.

II. CONCERNS WITH AI PROCTORING

Nearly two-thirds of all colleges and universities in North America mention a proctoring system on their website, indicating widespread adoption of AIPS.\textsuperscript{76} However, not everyone is happy with AIPS. Students have pushed back against AIPS, holding protests and signing petitions both in the United States and across the globe.\textsuperscript{77} Their ire was sparked by the perceived invasion of privacy, anxiety the systems caused, concerns over the systems’ ability to flag fairly, and an


\textsuperscript{72} Id. at 470.

\textsuperscript{73} Id. at 495.


Overall distrust of both the AIPS system and their schools’ ability to keep data secure. Change.org has at least 173 petitions against the use of AIPS, with at least five different countries represented. Moreover, students are not the only ones voicing their discontent. Faculty have also expressed their concerns, and some universities have discouraged or banned the use of AIPS altogether. The uproar has caught the attention of both European and U.S. policymakers, resulting in both groups demanding more information and action from AIPS vendors.

The potential for progress through AI is great, but as we become increasingly digitally interconnected, we must be conscientious of the impacts of the technology. In fact, current evaluations of AIPS have identified many concerns with this type of invigilation, and critics recommend that school

---


administrators minimize their use of surveillance technology altogether.84 Participants at the United Nations’ Online Expert Seminar on Artificial Intelligence and the Right to Privacy even went so far as recommending the “banning of certain AI technologies, such as facial recognition . . . in schools.”85 Educational institutions have the responsibility to have the right systems in place to fully comprehend, and be held accountable for, their EdTech decisions.86

A lens of AI ethics can help mitigate these concerns.87 Scholars and industry leaders from different backgrounds and philosophies have all consistently identified the following as core principles: (1) fairness, robustness, and bias; (2) accessibility, efficacy, and performance; (3) accountability and transparency; (4) privacy; (5) respect for autonomy; and (6) data security.88 Therefore, these principles serve as a guiding framework. This Note will evaluate only two to four of the main concerns each principle raises for brevity’s sake.

86. Coghlán et al., supra note 12, at 1600.
A. FAIRNESS, ROBUSTNESS & BIAS

Machines are commonly assumed to be more objective than humans, appearing to be neutral observers, which provides a sense of trust and reliability in their decisionmaking. In reality, however, the algorithms used by machines are created by humans, and humans are imperfect and can infect the algorithms they create with their biases. Critics of AI surveillance point to research that has consistently shown that FRT systems struggle to accurately identify the faces of nonwhite nonmales. Critics do not argue that this inconsistency in performance was created intentionally, but rather that it is the result of a relatively homogenous set of programmers who created software based on their own life experiences and that it simply reflects the entrenched biases and discriminatory patterns that permeate society. Regardless of intent, the adverse consequences of biased AI decisionmaking cannot be ignored. Because of the discriminatory patterns that permeate society, the performance was created intentionally, but rather that it is the result of a relatively homogenous set of programmers who created software based on their own life experiences and that it simply reflects the entrenched biases and discriminatory patterns that permeate society. Regardless of intent, the adverse consequences of biased AI decisionmaking cannot be ignored. Because of the perceived veil of neutrality, AI systems can mask existing inequities, allowing new inequities to grow. A 2022 Pew Research Center survey found that less than half of Americans think police use of FRT to find a person who may have committed a crime is a good idea for society. In response to these studies, the

89. Cyphert, supra note 71, at 473.
90. Id. at 473–74; Fu et al., supra note 60, at 18–21.
The use of AIPS and FRT in schools also has the potential to exacerbate existing biases. Unsurprisingly, at the input stage, students report that AIPS frequently flag innocent activity during exams, with students of color, students with disabilities, and students who wear religious garb experiencing a disproportionate number of flags, potentially leading to unnecessary negative interactions with school officials or even law enforcement. Like Dana Jo, students who receive too many flags are often sent to an academic board for review, and, depending on school policy, may receive a failed grade on their transcript until the issue is resolved. This can take months, costing a student valuable opportunities due to the stigma associated with the disciplinary review, or simply a lower GPA. Creating an environment rife with suspicion may cause students of color to drop out, thereby impacting their economic power, physical health, and future success. Furthermore, this can perpetuate the “school-to-prison pipeline” because students who face disproportionate disciplinary actions in K-12 have an increased risk of entering the criminal justice system. Because police are more likely to use force on people of color, administrative and disciplinary actions can easily lead to even greater physical harms.

The possibility for bias also exists at the output stage, where the interpretation of the algorithm’s results is influenced by the educator’s personal biases. This interpretation is problematic because the reviewer lacks transparency into how the system determines what to flag, making it challenging for a reviewer to make a fully informed and unbiased decision. Worse still, schools could use the flag as a pretext for accusations of cheating based on instructor biases. For example, education researchers have found that high-

---

95. See, e.g., S.F., CAL., ADMIN. CODE § 19B (2019); PORTLAND, OR., CITY CODE ch. 34.10 (2020); BOSTON, MASS., MUN. CODE §§ 16-62 to -63 (2021); see also Facial Recognition Laws in the United States #ProjectPanoptic, INTERNET FREEDOM FOUND. (May 3, 2021), https://internetfreedom.in/facial-recognition-laws-in-the-united-states-projectpanoptic/.
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98. Id. at 457.

99. Id.; Cyphert, supra note 71, at 471.


102. Weinstein, supra note 97, at 456.

103. Id. at 455.
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achieving black male students are often accused of cheating due to their professors’ assumptions that they could not have possibly performed as well as they had. And even if the instructor was not biased, simply being flagged could impact the way the instructor perceives and interacts with those students, creating a tendency for bias. Research has shown that online standardized exams already hurt vulnerable students test scores the most. It is unreasonable to put yet another finger on the scale against vulnerable students’ success.

Although AIPS vendors have considered the criticism and attempted to revamp their products with improved technology, students remain distrustful. As librarian, researcher, and outspoken AIPS critic Shea Swauger puts it, “[d]o you care more about some students who will experience discrimination or some students who might cheat?”

B. ACCESSIBILITY, EFFICACY & PERFORMANCE

All students deserve access to education and an environment where learning is the goal, not suspicion and mistreatment. According to an Educause poll of peer and industry experts, more than a third of respondents were concerned about a proctoring product’s efficacy and accessibility. Not all students have access to the technology online tests require, especially those who are already members of vulnerable populations. Remote exams often require students to have their own personal device for test-taking, and consistent access


108. “Vulnerable students” means those from low-income families, those who have disabilities, and those who are English language learners.


to the internet is crucial for any sort of remote proctoring to function.\textsuperscript{114} In the spring of 2020, a survey done by the Consortium for School Networking found that many under-resourced districts did not have the digital integration or the resources to get students the devices or internet access required for remote learning.\textsuperscript{115} And even those districts that did report having a device for every student still found that many of their students did not have the bandwidth necessary to support streaming video.\textsuperscript{116} Students without consistent and reliable access to the necessary technologies and environment are at a disadvantage since they cannot meet the technical requirements AIPS impose and may therefore be precluded from taking particular classes. The loss of educational opportunities for marginalized students is problematic, as is the resulting increased homogeneity in the classroom.\textsuperscript{117} Requiring AIPS for all students encourages technological ableism and exacerbates the “digital divide.”\textsuperscript{118}

For AIPS to be accessible, they need to account for the myriad of ways students “move, learn, process information, and demonstrate knowledge.”\textsuperscript{119} AIPS functionalities like gaze tracking are cognitively biased and may harm neurodivergent students or those with other disabilities by flagging students’ disability-specific behavior as suspicious.\textsuperscript{120} AIPS “presume[] that there is one normal kind of body and one normal kind of learning.”\textsuperscript{121} AIPS put up barriers to students who may struggle with ADHD and need to pace around the room, students who have motor tics due to cerebral palsy or Tourette’s, students with dyslexia who need to verbalize questions, blind students who need screen readers or have atypical eye movements, and autistic students who may act in “unpredictable” ways.\textsuperscript{122} The disparate impact on those students with disabilities

\begin{itemize}
\item \textsuperscript{114} Mark Lieberman, \textit{Many Districts Won’t Be Ready for Remote Learning If Coronavirus Closes Schools}, \textsc{Ed. Wk.} (Mar. 5, 2020), \url{https://www.edweek.org/leadership/many-districts-wont-be-ready-for-remote-learning-if-coronavirus-closes-schools/2020/03}; Nigam et al., supra note 17, at 6435.
\item \textsuperscript{115} Lieberman, supra note 114; Sarah D. Sparks, \textit{Remote Learning Isn’t Just for Emergencies}, \textsc{Ed. Wk.} (Sept. 14, 2021), \url{https://www.edweek.org/technology/remote-learning-isnt-just-for-emergencies/2021/09}.
\item \textsuperscript{116} Id.
\item \textsuperscript{117} Barrett, supra note 93, at 730.
\item \textsuperscript{119} Lydia X.Z. Brown, \textit{How Automated Test Proctoring Software Discriminates Against Disabled Students}, \textsc{Ctr. for Democracy & Tech.} (Nov. 16, 2020), \url{https://edt.org/insights/how-automated-test-proctoring-software-discriminates-against-disabled-students}.
\item \textsuperscript{120} Thomas Claburn, \textit{Using ‘AI-Based Software Like Proctorio and ProctorU’ To Monitor Online Exams Is a Really Bad Idea, Says Uni Panel}, \textsc{The Reg.} (Aug. 20, 2021, 11:30 PM), \url{https://www.theregister.com/2021/08/20/ai_proctoring_software/}; Brown, supra note 119.
\item \textsuperscript{121} Brown, supra note 119.
\item \textsuperscript{122} Id.
\end{itemize}
compared to those without could potentially leave schools open to liability. Moreover, students should not have to disclose any of the above conditions to their school if they do not wish to. Imposing AIPS could compel students to do just that, violating their privacy.

Additionally, there is evidence that FRTs can give false positive results more often for young faces. There is also no evidence that FRTs are accurately able to identify or recognize developing faces. A student’s appearance can change greatly over the course of a school year, especially during puberty. Putting aside biology, critics argue that this is an especially significant concern for preteen and teenage students who may change their appearance daily as they explore their identities and experiment with different ways of expressing themselves.

Perhaps most importantly, there is limited evidence that the use of AIPS reduces cheating behaviors—schools may simply be wasting their limited resources on “security theater.” At the University of Texas at Austin, a 2021 report found that less than half of the twenty-seven cases that were referred to the Student Conduct and Academic Integrity Office were upheld. Moreover, as discussed in this Part, from a pedagogical perspective, AIPS do not improve student outcomes and are in fact counterproductive to a healthy learning environment. Students report large amounts of anxiety over being watched, which reduces their cognitive capacity as their nervousness directs their energy elsewhere. Psychologically, some students lose their belief in themselves

123. Swauger, supra note 111.
125. Weinstein, supra note 97, at 457.
127. Weinstein, supra note 97, at 457.
130. Claburn, supra note 120.
because they are told preemptively that the school does not think they can do the work fairly.\textsuperscript{132} Such students lose the motivation to learn since the experience is so unpleasant, and are subsequently able to rationalize their dishonest behavior since the school expected them to cheat anyway.\textsuperscript{133} Some critics claim that by implementing AIPS, schools are just paying a lot to harm children and “undermine all of those feelings of respect, trust, and community that we’ve found to be so effective in helping students to do what they understand to be the right thing.”\textsuperscript{134}

C. ACCOUNTABILITY & TRANSPARENCY

Instead of responding to critiques of bias or unfairness directly, AIPS vendors often fail to take responsibility and obfuscate accountability arguments by pointing out the convenience of their services.\textsuperscript{135} Vendors clarify that “AI is an information gathering and assessment engine,” and should be treated like “a smoke detector alerting humans to a possible problem” where the human educators make the call, not the technology.\textsuperscript{136} They point out that a typical AIPS monitoring service costs the school twenty-five cents per session, while a live in-person proctor might cost the school twenty-five dollars or more, evidence that the services rendered must surely be different.\textsuperscript{137} However, critics insist that many professors do not understand that AI is fallible and will simply act on reports without reviewing them,\textsuperscript{138} analogous to how judges relied on sentencing guidelines provided by an algorithm.\textsuperscript{139} To address this, some AIPS vendors will have staff members review the flagged footage to take the onus off faculty, but this is not the norm.\textsuperscript{140}

\begin{footnotesize}
\begin{itemize}
\item[133] West, \textit{supra} note 131.
\item[134] Id. at 22:20.
\item[136] Norris, \textit{supra} note 135.
\item[137] McKenzie, \textit{supra} note 107.
\item[138] Id.
\item[140] McKenzie, \textit{supra} note 107.
\end{itemize}
\end{footnotesize}
Vendors spend a lot of money developing their systems and rely on trade secret protections to avoid disclosing any actionable information about how their proprietary algorithms work. In some cases, even if a vendor was open to or directed to share their algorithm, they might not be able to explain how it works because it was created by ML rather than coded by the vendors’ engineers. In these cases, the only way to tease out potential discrimination is to analyze outcomes, which can be difficult to access since the data is likely confidential and belongs to the vendor. Moreover, algorithmic decisionmaking complicates Title VII disparate treatment and impact analyses because intent can be difficult to explicate from evidence of how an algorithm works. Regardless, even if a complainant had access to the data, having enough to be statistically significant to prove either a disparate impact or disparate treatment claim is unlikely.

D. PRIVACY

Many studies have concluded that there are significant privacy gaps with AIPS. In a 2020 summer survey of 1,200 parents, the Center for Democracy and Technology found that although “solid majorities believe[d] technology is ‘worth the risk’ to deliver key education benefits,” this did not include AIPS. Many students and parents felt that the requirement was “an Orwellian [o]verreach” and that the cost of public school attendance was student privacy. An infamous example of this is Proctorio’s CEO’s inappropriate posting of a student’s support logs on Reddit. The student had complained about his poor user experience, and the CEO, in addition to publicly posting the support logs, tried to shame him with the comment: “If you’re gonna lie.
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bro... don’t do it when the company clearly has an entire transcript of your conversation.”

AIPS also implicate Fourth Amendment concerns. Although the Supreme Court has not directly addressed privacy questions regarding AI surveillance in schools, there is case law that indicates a risk of liability for schools. In the landmark case *New Jersey v. T.L.O.*, the Court found that the Fourth Amendment applies to public school officials as state actors via the Fourteenth Amendment and set forth a framework for school searches. The Court recognized that school settings require “some modification of the level of suspicion of illicit activity needed to justify a search,” and therefore school searches “will be permissible... when the measures adopted are reasonably related to the objectives of the search and not excessively intrusive in light of the age and sex of the student and the nature of the infraction.” This decision established a two-prong test for schools, shaping how schools approach security.

Further, the Court held that a generalized school search without individualized suspicion does not violate students’ Fourth Amendment rights if the search is relatively unobtrusive and the nature of the concern is severe because students have a decreased expectation of privacy at school.

However, more recent cases signal a shift toward enhancing privacy protections given advances in technology. In 2008, the Sixth Circuit found the use of video surveillance in schools to be “inherently intrusive” because “a video camera sees all, and forgets nothing.” In 2018, the Supreme Court held that location data generated by cell phone towers is protected by the Fourth Amendment, which was a departure from prior adherence to the third-party doctrine. In a case that is perhaps most directly applicable, a district court in Ohio found that a state university’s room scans violate students’ reasonable expectation of privacy in their homes, making the practice “unreasonable under
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the Fourth Amendment.”

Although *Dobbs v. Jackson Women’s Health* introduces some uncertainty given that the right to privacy is not explicitly referenced in the Constitution, the district court’s opinion strongly signals the potential for the Court to find that AI surveillance in schools violates students’ Fourth Amendment privacy rights.

Furthermore, as part of AIPS, students are often recorded in their homes, a place the Fourth Amendment explicitly protects from unreasonable government searches. The move to remote learning has made these search concerns very real, with some dubbing such invasive surveillance “the coronopticon.” When recordings are properly reviewed by human proctors, these humans get a peek into the private space of a student. What if the proctor views something they deem as contraband or illegal behavior? What if a child walks by the camera and the parent has not consented to that child being recorded? There have already been at least two instances where teachers thought they observed an African American male student playing with a gun and took disciplinary action that has since been walked back. In one instance, the school sent a sheriff’s deputy to the student’s home, claiming that the call was out of concern for the student’s safety, but the student’s family disagreed, suing the school district and claiming that sending officers to their home in fact posed more of a risk to the child. In the other, the student’s family sued the district alleging multiple injuries, including a violation of the student’s due process rights, resulting from the student’s suspension. In yet another case, concerned parents brought a class action lawsuit against Google for violating state privacy rights and COPPA by collecting and storing young students’ biometric data through the use of Chromebooks and Google’s “G Suite for Education.” Those hoping for some
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guidance will be sorely disappointed, as these and similar cases have settled out of court.167

Proponents for AIPS argue that students already give up some of their privacy rights when attending school in person, and that AIPS do not differ much from traditional in-person invigilation.168 In-person proctoring by a complete stranger is a well-established and uncontroversial practice, and is invasive by nature.169 This has lead some to argue that AI is in some ways better because it can feel less invasive.170 However, this argument is misled as online proctoring tools generally raise more ethical concerns than in-person proctors.171 While it is true that students are subjected to some level of oversight, there are differences in the experience and treatment of in-person observation as opposed to online invigilation. An in-person proctor can only concentrate on a few students at a time, whereas with AIPS, all students are scrutinized for the entire exam period. Furthermore, as previously mentioned, AIPS require recording students. This digital data can last indefinitely, with vendors monetizing student “data trails” by creating marketing and advertising profiles of each student.172 There is also the risk that a reviewer could take a “prurient interest” in the recordings, with the ability to pause, rewind, save, and rewatch the recording for private use.173 In-person invigilation is safer since human proctors are limited to their own memory and no digital copy of a student’s test-taking experience exists.

E. RESPECT FOR AUTONOMY

Another concern critics raise is that AI proctoring will lead impressionable young students to become desensitized to and more accepting of surveillance.174 The loss of liberty and normalization of invasive tools to conduct surveillance are concerning, especially as AI-based systems become more pervasive.175
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Schools should provide students opportunities to guard their privacy and give consent, as learning to set boundaries for themselves and others is an essential part of growing up. Instead, critics observe that any “consent” granted to AIPS use does not show a “meaningful exercise of agency” since students are given little actual choice in the school context. Schools should also set the precedent that surveillance is for “particularized occasions” and must be used thoughtfully. According to the International Society for Technology in Education, privacy literacy is essential for students to become digital citizens—they must understand the value of their own data.

Additionally, when an authority figure creates rules without clear definitions, behavior will be chilled if surveillance is also imposed. To avoid punishment, liability, or other negative consequences, individuals will tend to act more conservatively, ultimately resulting in self-censoring. Students have expressed anxiety when taking monitored tests, as they “feel accused by the machine all the time” and are therefore hyper aware of their behavior. Students should feel comfortable in their academic environments rather than constantly preoccupied with being watched. Furthermore, AIPS shape student behavior through punishment, motivating students through fear of negative consequences rather than making an active choice based on their value system. This results in the diminishment of students’ abilities to self-regulate or assess risk and reward autonomously.

F. DATA SECURITY

Lastly, one of the biggest worries for AI vendors and organizations considering the adoption of AI is cybersecurity. The amount of data collected
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is growing exponentially\(^{187}\) as schools move to gather, create, and maintain student educational records online.\(^{188}\) Therefore, cybersecurity should be a top priority for educators evaluating digital tools. AIPS, by design, must collect, transmit, and store sensitive data to analyze or make it available for review.\(^{189}\) This often includes video recordings, IP addresses, ID cards, fingerprints, and face scans.\(^{190}\) Naturally, there are concerns around how safe the data is in vendors’ hands.\(^{191}\) Cybercriminals have learned that, as a result of the pandemic, student and teacher devices are more connected but less secure,\(^{192}\) so targeting educational institutions and their proxies has proven remarkably effective.\(^{193}\) In fact, the pandemic has exacerbated schools’ susceptibility to malicious online activity,\(^{194}\) and according to Microsoft Security Intelligence data, education as an industry has suffered the most enterprise-level malware attacks.\(^{195}\) The Government Accountability Office says the United States’ “education facilities are inherently at risk,”\(^{196}\) and cybersecurity researchers call public K-12 schools “sitting ducks,” warning that “[t]he threat is increasing, not decreasing”\(^{197}\) due to minimal funding, lack of training, and exhausted staff.\(^{198}\)
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Security experts have also expressed concerns around mandating students to download AIPS software onto their personal devices, particularly ones that give full remote access to a stranger.199 One of these experts, vice president of ExpressVPN Harold Li, explains that “[a]t a minimum, it sets a bad precedent and establishes dangerous security habits.”200 Other critics liken AIPS to a computer virus201 or malware,202 given the depth and breadth of access the software has to a test-taker’s device.

These fears have come to fruition with at least one AIPS vendor, ProctorU, reporting a data breach in July 2020.203 Security consultants also detected a vulnerability in a different AIPS vendor’s browser extension.204 The vulnerability put anyone who had the software installed at risk of having all of their browser activity surreptitiously observed.205 Although the vendor patched the vulnerability within a week of being notified, it was exploitable for months beforehand.206 Some AIPS vendors have attempted to address this concern in their marketing, featuring blogposts that expound upon all the ways their product meets a school’s security needs.207 But just because the marketing materials claim certain protections does not guarantee that those protections are reflected in actual vendor policy and behavior. These additional risks are unavoidable and inherent to implementation of any online tool.

III. POLICY & PROTECTIONS

A. CURRENT POLICIES

While there are constitutional and statutory provisions that prohibit discrimination against students on the basis of race or disability, the protections they provide are inadequate to address all of the potential harms AI proctoring
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can pose. Critics of AIPS point out that current laws regarding children’s information offer little protection, primarily because they were passed before AI became widespread. The proliferation of online surveillance technologies suggests that existing statutes and judicial precedent do not provide sufficient regulation to keep pace with developing technologies. Although states have passed their own legislation addressing general student-privacy concerns, only a few states have laws regulating commercial use of biometrics. Additionally, although the number of proposed federal AI-related bills shot up from one in 2015 to 130 in 2021, the current federal landscape of legal protections focused on student privacy and data remains minimal and surprisingly inapplicable to much of the student data schools and private vendors collect. For example, the Family Educational Rights and Privacy Act (“FERPA”) controls the manner of receipt and categories of recipients of student educational records. COPPA requires parental consent for data collection of children thirteen and under. The Protection of Pupil Rights Amendment of 1978 (“PPRA”) is the final federal student data and privacy regulation, but as it applies only to situations where a school is providing student survey information to a third party for marketing purposes, it is irrelevant to AIPS and will not be discussed here. While these laws all serve important policies, none of them adequately address the concerns raised in Part II, indicating a gap in the government’s effective regulation of an increasingly digital educational ecosystem.
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1. Family Educational Rights and Privacy Act

FERPA was passed in 1974 to protect the confidentiality of student educational records and provide parents transparency and access to their students’ information. FERPA has been amended eleven times as Congress and the Department of Education have recognized new situations in which personally identifiable information can be disclosed without explicit parent or student consent, but is still criticized for its “pre-Internet approach to data that is out of touch with today’s modern and digitally connected classroom.” In 2008, the Department of Education expanded its regulatory definition of “personally identifiable information” (“PII”) to include students’ “biometric records,” which includes fingerprints, iris patterns, facial characteristics, voiceprints, and handwriting. While this would, in theory, provide the needed protection, Congress simultaneously also removed the strict limitations on nonconsensual disclosure of PII in a “health or safety” emergency. The 2013 amendments further diluted students’ protections by creating a “school official” exception, permitting schools to share data with third parties for operational needs like testing without any notification to parents or students. Additionally, because FERPA only applies to schools and not the third-party vendors schools partner with, it does not regulate how the companies use student data, nor can it hold them accountable. And even though the Department of Education can sanction educational institutions, it has never chosen to do so.

Even if FERPA had provided the protections students hoped for, the Supreme Court in Gonzaga University v. Doe held that individual students and organizations cannot sue to enforce FERPA because the statute does not have a clear and unambiguous creation of an individual right. Given the limited threat
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of enforcement, schools have little incentive to comply.\textsuperscript{227} Moreover, in \textit{S.A. ex rel L.A. v. Tulare County Office of Education}, the district court held that emails stored on teachers’ private hard drives did not constitute educational records until they were centrally located.\textsuperscript{228} This implies that data that is collected online but not maintained by the school (what AIPS collect) is not covered under FERPA. Indeed, critics of FERPA point out its unclear language regarding what counts as an educational record, particularly when it comes to data that new technologies generate.\textsuperscript{229}

\textbf{2. Children’s Online Privacy Protection Act & the Federal Trade Commission}

COPPA generally requires that companies provide notice and obtain parental consent to collect personal information from children.\textsuperscript{230} However, the statute does not address broader student concerns about AIPS because it only applies to service providers that collect the personal data of students younger than age thirteen.\textsuperscript{231} Additionally, like FERPA, COPPA permits schools to consent on behalf of parents to the collection of student data by the services the schools utilize.\textsuperscript{232} And like FERPA, COPPA does not grant a private right of action—only the FTC and state and federal governments can enforce the law.\textsuperscript{233} Unlike FERPA, however, the FTC has taken legal action in the past year to enforce COPPA, bringing lawsuits against app developers like HyperBeard, Inc. for collecting personal data without parental consent from children under thirteen, and Miniclip, S.A. for misleading customers into thinking it was part of a COPPA safe harbor program when it was not.\textsuperscript{234} Though these suits show that the FTC is enforcing student privacy statutes and has ramped up efforts to “stop bad actors from exploiting the pandemic at the public’s expense,”\textsuperscript{235} they also show that the FTC is focused more broadly on punishing misleading and misrepresentative communications than on enforcing COPPA, thereby incentivizing companies to simply be more careful with their advertising rather than actually creating responsible data and privacy policies.
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This functionality of upholding consumer protection laws could provide the enforcement mechanisms necessary to dissuade AIPS vendors from using test-taker data in misleading ways. The FTC, as part of its ability to regulate “unfair or deceptive acts or practices” under section 18 of the Federal Trade Commission Act, has the authority to hold accountable companies that lie or fail to fully disclose their data, security, and privacy practices. The FTC also appears to be the only agency attempting to limit discriminatory AI and privacy violations. It is considering new regulations to ban certain kinds of AI practices and to provide more guidelines to companies on how to properly use AI and automated decision systems. It has also acknowledged that student privacy breaches are “materially consequential.” In April 2021, the FTC advised companies to look out for discriminatory outcomes, embrace independence, be honest and accurate about what their products do, be transparent about their data use, “[d]o more good than harm,” and hold themselves accountable or “be ready for the FTC to do it for [them].” However, the FTC is only one agency with finite resources, so companies will likely only be examined if someone sues.

3. Office for Civil Rights

Finally, from the Author’s experience, although the Department of Education’s Office for Civil Rights enforces several laws that protect students from discriminatory treatment from educational institutions that receive federal funding, it does not yet have a remedy for students who bring discrimination complaints about AIPS’ inability to recognize their faces. Moreover, it is unlikely that a student would be able to bring a successful Fourteenth
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Amendment equal protection claim based on alleged discriminatory treatment from AIPS because the Supreme Court has held that for disciplinary challenges of an online activity, statistical evidence without discriminatory purpose or intent is not enough.244

B. FUTURE POLICIES

In July 2022, the House Energy & Commerce Committee advanced the “American Data Privacy and Protection Act” (“ADPPA”), a comprehensive data security and digital privacy measure, with bipartisan support.245 ADPPA seeks to increase transparency, providing guidelines on how individuals access, correct, and delete the data that covered entities have on them, as well as limiting the use of minors’ data, protecting sensitive data, promoting data minimization efforts,246 and improving oversight of AI algorithmic decisionmaking.247

Moreover, in February 2022, legislation was introduced in both the House and Senate—H.R. 6580248 and S. 3572,249 respectively—proposing FTC oversight of automatic AI processes.250 The bills, titled the “Algorithmic Accountability Act of 2022” (the “Act”), specify that vendors must “eliminate or mitigate, in a timely manner, any impact made by an augmented critical decision process that demonstrates a likely material negative impact that has legal or similarly significant effects on a consumer’s life.”251 While the Act shows movement in a much needed direction, it would only apply to those companies with revenues greater than $50 million or more than $250 million in market capitalization, so even the very largest vendors in the space may not be affected.252 It also seems unlikely that an AI proctor flagging a student’s behavior would rise to the level of being considered a “material negative impact” in most low-stakes testing situations, and therefore the Act, if passed, would not have much effect on protecting students’ rights on this particular issue.
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However, if AIPS are used to authenticate a student’s identity or to determine if a student is cheating on a high-stakes test, the vendor would likely have to comply with the proposed regulation since those decisions and judgements arguably do have a legal, material, or other significant effect on a student’s life. 253

The Act would also require companies to assess the privacy and security risks of their automated systems, and to train, educate, and support their employees on these matters, 254 which indicates that the legislature understands the growing dangers technology brings. It also enjoys support from a multitude of technology experts and civil society organizations, so there appears to be consensus around the desire for federal regulation of AI. 255 If applicable to AIPS vendors, this Act would provide a level of protection for students that currently does not exist. However, even if the Act were to pass, it would still be at least three to four years before the FTC would promulgate regulations and start enforcement. 256 Further, critics worry that although the Act is a good first step in regulating AI bias and security, the cost to companies may be significant and will not prevent the most harmful practices since the FTC will still have to investigate all potential violations. 257

There appears to be momentum for privacy legislation as President Biden has signaled a ramp up of protections for children, explicitly referring to children’s privacy in his 2022 State of the Union address. 258 A White House press release on Biden’s administrative agenda stated that he planned to call for banning excessive data collection and the use of discriminatory algorithmic decisionmaking. 259 Additionally, the SEC has indicated that it will consider a cybersecurity proposal to amend regulations that will likely affect public
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companies. However, proposed legislation does not always come to fruition, and multiple attempts at regulating the AI industry have already failed.

C. RECOMMENDED PRACTICES

Consulting firms recommend standardization of practices and model documentation as emerging best practices for AI risk mitigation. In response to Executive Order 13859 in February 2019, the National Institute of Standards and Technology ("NIST") started to create technical standards that "reflect Federal priorities for innovation, public trust, and public confidence in systems that use AI technologies and develop international standards to promote and protect those priorities." NIST explains that the standards-development process in the United States relies heavily on the private sector to develop "voluntary consensus standards" to remain consistent with the United States’ "market-driven economy[,] and has been endorsed in Federal statute and policy." Additionally, organizations like the Organisation for Economic Co-Operation and Development ("OECD") recommend that government and private sectors cooperate with each other to develop "multi-stakeholder, consensus-driven global technical standards for interoperable and trustworthy AI." Further, the International Organization for Standardization ("ISO") has put out recommendations for improving the trustworthiness of AI technologies. However, industry leaders refusing to opt in to voluntary initiatives like the Safe Face Pledge is evidence that direct regulation of private industry is needed.
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IV. PROPOSED SOLUTIONS

A. ALTERNATIVE SOLUTIONS TO AIPS USAGE & REMOTE PROCTORING

Generally

In an ideal world, the best solution for all the above concerns is simply to stop using AIPS. Technology is often thought of as a panacea to the many struggles of educators. However, without careful planning and consideration, a poorly implemented tool can cause more harm than it solves. An abundance of alternative methods to evaluating knowledge and learning exist, making conventional high-stakes, end-of-course assessments unnecessary altogether. Cognitive psychologists have generally rejected the efficacy of rote memorization when it comes to deep learning and recommend that educational institutions emphasize students’ abilities to analyze, evaluate, and create in order to gain true comprehension and mastery over a subject. These nontraditional assignments also have the benefit of increasing student motivation and engagement. Many educators are championing techniques like an increased number of opportunities for practice in the form of short daily quizzes or series of tests; longer, more comprehensive assignments that require synthesis of student work; such as research projects, papers, and poster sessions; assessments with peer feedback; and simply giving open-book open-world exams where proctoring would be extraneous. Opportunities for students to use concept-mapping to test higher-order thinking have also been successful, receiving positive student feedback.
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Additionally, as COVID-19 outbreaks wane, school districts are reexamining their finances and are finding that an online education is not only “academically hazardous” for students, but also financially unsustainable. As schools transition back to in-person learning, schools should find people-centered rather than technology-centered solutions.

For the amount of money spent on AIPS, schools could hire a team of educational technologists and instructional design staff, or focus those funds on faculty professional development to help educators create more authentic assessments independently.

Some AIPS vendors argue that these alternatives do not lend themselves to the kind of work STEM classes require, citing the difficulty of making a mathematics final paper or project relevant. However, groups of educators have found creative ways to assess student learning for all content areas using ePortfolios and other similar presentation methods. Other methods to assess learning for quantitative courses include asking students to identify errors in proofs or computations and to apply their knowledge by setting up problems correctly.

If schools really believe giving online exams is the best option, there are also ways to curb cheating that do not require AIPS, and engineers are attempting to create new systems that are less intrusive. One solution is to simply return to a more traditional method of proctoring by using nonrecorded Zoom rooms. Other online testing strategies suggested by experts avoid proctoring altogether. By keeping exams open for a twenty-four-hour period, students have the flexibility to take the exam at the time that works for them on a particular day, and the twenty-four-hour limitation restricts cheating because it lessens the amount of time students have to discuss exam questions with those
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who have not taken it yet.\footnote{San Jose State Univ. Ctr. for Fac. Dev., Tips to Transition to Online Exams, Mary Poffenroth (Faculty, Biological Sciences), \textit{YOU TUBE} (Mar. 26, 2020), https://www.youtube.com/watch?v=OuBD51-AjBJ8&app=desktop.} Showing only one question at a time and preventing students from re-accessing them also limits cheating.\footnote{Id.} Requiring students to sign an academic integrity contract\footnote{See Berkeley Memorandum, supra note 82, at 2.} and creatively reminding students of the policy can also serve schools well, as does delaying test score reporting and protecting test question answers by only revealing the questions and answers the student answered incorrectly.\footnote{Id.} Avoiding online proctoring altogether allows for the safest, most fair testing solution.

\subsection*{B. Proposed Regulation: A New Kind of Privacy Right}

If halting online testing is not feasible, government oversight is the next best solution. Tiffany Li, in her article \textit{Privacy in Pandemic: Law, Technology, and Public Health in the COVID-19 Crisis}, proposes the idea of educational privacy,\footnote{Tiffany C. Li, \textit{Privacy in Pandemic: Law, Technology, and Public Health in the COVID-19 Crisis}, 52 Loy. U. Chi. L.J. 767, 791 (2021).} positing that the shift to online learning has muddied the boundaries between school and home, causing students to miss out on the safe space to freely explore private ideas that physically going to school provided.\footnote{Id. at 794.} Without this separation, students are no longer shielded from the interference of family, which can lead to a significant loss of psychological and physical safety.\footnote{Id.} Additionally, many students are children, and children are readily recognized as deserving a higher standard of care by U.S. and international jurisprudence.\footnote{See, e.g., Family Educational Rights and Privacy Act of 1974, 20 U.S.C. § 1232g; Protection of Pupil Rights Amendment, 20 U.S.C. § 1232h; Children’s Online Privacy Protection Act of 1998, 15 U.S.C. §§ 6501–6506; Regulation (EU) 2016/679 of the European Parliament and the Council of 27 April 2016 on the Protection of Natural Persons with Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC, art. 7, 8, 2016 O.J. (L 119) [hereinafter General Data Protection Regulation]; \textit{Children’s Code: Best Interests Framework}, \textit{ico.co.uk} /for-organisations/children-s-code-best-interests-framework/ (last visited May 12, 2023); G.A. Res. 217 (III) A, Universal Declaration of Human Rights, art. 25(2) (Dec. 10, 1948) (explaining that “childhood [is] entitled to special care and assistance”); G.A. Res. 44/25, Convention on the Rights of the Child, art. 29 (Nov. 20, 1989) (describing how the development of children’s personalities, talents, and mental and physical abilities should be nurtured to their fullest potential so that they will be prepared to live life in a “free society”); G.A. Res. 44/25, \textit{supra}, at art. 16(1) (calling for no “arbitrary or unlawful interference with his or her privacy”).} Education is also recognized as an important human right by the international
community, by extension, students should enjoy a higher standard of privacy in that setting. In this way, an educational privacy right is essentially a welfare or developmental right—a right that the United States may not be legally bound to create but should as a moral imperative. Students also have very little say regarding the privacy practices of their school systems, so this lack of control further implicates a need for an alternative privacy right.

The issues AI proctoring raises are many, and thus far the government, schools, and AIPS vendors have not taken sufficient steps to protect students. To ameliorate this situation, and in lieu of completely discontinuing AIPS usage, a two-pronged approach to providing a safe environment for children that balances the need for academic integrity and administrability with respect for students’ privacy should be implemented. First, as described below, regulations at the federal level must be put in place to motivate private actors to create proper safeguards in their AI proctoring products—a comprehensive vendor-centered, top-down approach. Second, educational institutions should be accountable and responsible for considering a host of AI ethics principles when deciding whether to adopt AIPS—a school-centered, bottom-up approach. Ideally, the different constituencies within a school’s ecosystem will come together to form a working group where multiple perspectives are considered. Additionally, these prongs would be buttressed by the creation of a special privacy right for education allowing both vendors and institutions to delineate the standards of proper conduct within the education sphere.

1. **Prong 1: Regulations & a Vendor-Centered Approach**

In countries where remote learning has been successful, public-private partnerships have been highly effective in building such learning environments. Given the potential for growth and advancement of educational tools via AI, this new educational privacy right would incentivize vendors to comply with a higher standard of protections and assurances that are grounded in international AI ethics standards. It would also allow laws to be narrowly tailored specifically for the educational space, giving regulators the flexibility to be more stringent in their demands of private vendors and schools. Activist groups in the space also recommend that a federal authority have oversight as
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well as dedicated expertise in the technologies and risks they pose in various applications.\footnote{301}

Taking a cue from the European Union’s General Data Protection Regulation (\textquotedblleft GDPR\textquotedblright),\footnote{302} a policy should be created that requires AIPS vendors to meet several obligations before their product can even reach the market. These obligations include operational requirements like the implementation of a risk-management system, clear data governance, technical documentation, thorough recordkeeping, security, feedback loops, and the resources and processes to correct identified issues as they arise, ensuring accurate outputs. Further, EdTech vendors should adhere to the philosophical ideals of transparency and accountability. This means that all educational data collection and analysis should be visible, traceable, and auditable by stakeholders.\footnote{303} A student should have the right to know the logic behind why an automated decision came out the way it did, and vendors should reveal how the inputs were used if a student challenges the decision.

Additionally, as recommended by a United Nations report, vendors should also strive to incorporate the principles of data minimization and privacy by design and default.\footnote{304} As a best practice, AIPS vendors should carefully evaluate how each category of risk could manifest from each AI tool they provide.\footnote{305} Monitoring the system’s results is also necessary to ensure that outputs are not biased.\footnote{306} In addition to these practical items, a policy similar to article 22 of the GDPR\footnote{307} that prohibits students from being subject to a decision that significantly affects them based solely on an automated process should be implemented. This is often referred to as keeping the “humans in the loop” to ensure that the context of a situation is taken into account.\footnote{308}

To create meaningful, effective regulations, an interdisciplinary working group consisting of experts from the EdTech industry, academia, students, educators, engineers, and data scientists should be formed to ensure all impacted stakeholder perspectives are considered. Conversations related to AI ethics, the tension between school needs and student rights, and the impact these
technologies have on society should be contemplated and freely debated. Criteria specifically mapped for AI technologies based on pedagogical research and vendor claims should be systematically and rigorously verified. The use of synthetic data should also be explored when considering how to improve AIPS algorithms, particularly because the types of data needed (e.g., children’s faces) may be more difficult to obtain. By bringing student voices into policy creation, students will have input on how their rights are protected or infringed.

One critique of the GDPR is that the language used is ambiguous and does not provide complainants with a legally mandated right to an explanation of an automated decision. To avoid this, legislators should make explicit the right to an explanation, with clear requirements around what kind of information needs to be furnished by the AI vendor, what qualifies as a decision based solely on automated processing, and what constitutes a “significant effect” of an automated decision. If this is deemed too broad—and AIPS companies argue that it will stifle innovation by reducing companies’ incentives to create and improve upon AIPS technologies—a policy more akin to article 20 in Brazil’s General Data Protection Law (“LGPD”) could be implemented as an alternative. Under article 20, a data subject has the right to request the national authority to review a decision that is solely based on automated processing if that decision affects the subject’s interests.

A potential pitfall is that transparency will allow vendors to collude with each other. Other scholars argue that transparency is not enough, and that computer scientists must build in accountability procedures like persistent testing and oversight from technical experts acting as “special masters.” However, a group of scholars has developed a game theory model that shows that despite concerns of negative downstream effects, companies are better off
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sticking to a policy of transparency rather than keeping their algorithms opaque.\footnote{318}

2. **Prong 2: Checklist for Educators: A School-Centered Approach**

The new educational privacy right would hold schools to a heightened standard where the first thing examined would be the legitimate interests of the institution in adopting AIPS. A school would need to show a compelling reason why the use of AIPS is necessary, and how the service is narrowly tailored to minimize student risk. Because K-12 school attendance is compulsory, students are not voluntarily generating data and therefore deserve greater protection. Educational institutions would need to comprehensively document the balancing test between their interests and students’ rights to privacy and data security. When students are able to opt in to a solution with no material difference in their educational experience, the higher educational privacy standard need not be met. To meet this new privacy standard, schools will likely pass the onus onto AIPS vendors, pressuring them to embed privacy-by-design standards into practice.\footnote{319}

Even without a new educational privacy right, schools should carefully consider the reputational risks associated with the adoption of AIPS. If the FTC does decide to investigate and finds negligence or wrongdoing, there will be consequences for adverse findings. Schools should also be prepared for pushback from the student body, as some universities experienced during the pandemic.\footnote{320} Researchers also encourage educators to think about the incentives these systems create for the students who are evaluated by them.\footnote{321} A University of California, Berkeley working group tasked with evaluating remote proctoring in response to ethical concerns recommends that schools first “[d]evelop a vetting process for AI-enabled tools that affect students.”\footnote{322} The group advises that the use of AIPS “may be preferable to the status quo if it introduces efficiencies” into the assessment experience and simultaneously reduces human bias.\footnote{323} This vetting process should include students in order to create a culture
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of collaboration and trust that empowers students to feel that they have autonomy and responsibility over their own learning.

The first items to tackle from a school’s perspective are operational and technical questions. Schools should ask AIPS vendors for copies of their privacy and data security policies. If the vendor does not have one, the vendor should immediately be eliminated from consideration. If the policies are provided, IT or EdTech professionals should review them to ensure that they address the issues of fairness, accessibility or performance, accountability and transparency, privacy, respect for autonomy, and data security discussed in Part II.324 Schools should also ask vendors questions on how the software was developed. Were multidisciplinary teams used? Were experts in K-12 pedagogy consulted? Was there legal product counsel involved? Solutions should be proportional to the issues schools are trying to solve. Having privacy and security specialists review contracts, terms of service, and data retention and use policies is ideal. This way, schools ensure proper vetting of tools and have experts on staff who can create and publish privacy policies for various school stakeholders.

Second, to foster meaningful transparency and accountability, schools should encourage dialogue with both students and parents about the use of AIPS and seek affirmative consent for their use. This means that students and parents should be notified that their school is implementing AIPS and should then be able to opt in rather than out of its use. There should not be any meaningful difference in the student’s overall educational experience regardless of which option they choose. There should also be a line of open communication between school decision-makers, parents, and students so that all sides can raise concerns as well as take active part in making recommendations. Technology policies should be iterative, requiring ongoing recalibration and feedback to get right.325 Additionally, having a well-crafted data governance policy will assist schools in making data usage to parents and students more transparent. Student and privacy rights groups also recommend that schools include in their policy a commitment to share only the minimum amount of personal information with vendors and authorities, and only for specific, narrowly tailored, and documented purposes.326 Professional development on student privacy should also be required for all relevant faculty and staff.

CONCLUSION

There are clear ethical concerns around the usage of AIPS that are especially magnified for school-aged children. The potential negative effects are
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significant given the unique time in a young person’s life when AIPS are introduced. Therefore, AIPS should be implemented only after careful consideration, if at all. The creation of an educational privacy right would facilitate this inquiry by providing institutions with guidelines on how to analyze the liability risk of AIPS adoption against the benefits they would afford, while also providing protections through federal regulation of private industry.

Further research into the efficacy of AI proctoring systems would be helpful to determine whether the systems are promoting rather than dispelling academic misconduct, whether the systems are effective at preventing and detecting cheating, and whether the evidence generated is useful in navigating the disciplinary process with students. Large-scale evaluations of all AI systems should be conducted, considering appropriateness for the local region and context. In the meantime, a variety of proven analog alternatives exist to ensure that academic integrity is preserved and students continue to learn despite external variables.